
Statistical ensembles, entropy and probability in

statistical mechamics

Personne n’ignore que la chaleur peut être la cause du
mouvement, qu’elle possède même une grande puissance
motrice: les machines à vapeur, aujourd’hui si répandues,
en sont une preuve parlant à tous les yeux.[1]

Thus S. Carnot (1824): and his theorem, on maximal
efficiency of a thermal machine, led Clausius, 40y later, to
II principle and definition of entropy, its essence, [2, 3, 4].

Immediately atomists (atomism was still debated btwn
Chemists and Physicists) looked for the mechanical
meaning of the new observable, Boltzmann (1866).

Boltzmann supposed that the atoms (of a gas in a
container, say) moved as a whole periodically, at least with
good approximation.[5]
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He shewed that the principle of least action (extended to
apply to periodic motions) implies existence of a function of
the state (i.e. of the periodic orbit) whose variations depend
only on the initial and final states of a tranformation.

A concrete example is a 1-dim system with Hamiltonian
U = 1

2
p2 + Φ(q). The least action principle shows that if

the periodic orbit is changed from O to O′ accompanied by
a change δF in Φ and δU in U due to a change in few
parameters dα, dβ, dV, .., let

K = (time) average kinetic energy in O,
p = (time) average of −∂V Φ in O

dU the variation of U
then there is a function S(O) s.t.

dS =
dU + pdV

K
≡

dQ

T
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and S(O) is just the the action of O

S(O) = log

∮

O

pdq = log 2

∫ q+

q
−

√
2(U − Φ(q))dq

4y later Clausius presented, [6], the very same idea and in
the priority discussion, [7, 8], reproached B that he had not
included the possibility that work, i.e. pdV was 6= 0: B
replied that his argument would not have changed ...

However it can be said that, by that time, B had further
developed the idea that the state of a system was to be
identified with the average values of the observables and
starting from the earlier work of Maxwell was computing
averages via a probability dist. on phase space., [9, 10],

He concluded (rederiving Maxwell’s Gaussian for an infinite
gas) that the distribution to be used was, in modern
language, the microcanonical, (1868), [9, p.96].
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This relied on the Liouville theorem (that B did not know
as such and devoted large parts of his papers to derive it
every time it was needed): it seems that he was implicitly
assuming the distribution as given by a density and that
the only possibility was a density function of the energy.

The conclusion (on which later was not entirely confident,
[11]) was also supported by the count of occupation of cells
in phase space, [9, Sec.II], and by an example of what we
would call an “ergodic system”, [12]

This was a form of the ergodic hypothesis: in later papers
(1871) the hypothesis returns à propos the distribution of
the atoms in a molecule where the atoms, referred to the
center of mass visit all possible points because of the
collisions with the other molecules, and at the end he
jumps to think of the whole gas as a giant molecule
obtaining the microcanonical ensemble, [13, 14, 11, 15].
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The remarkable work of 1868 seems to have been recognized
first by Maxwell in one of his last papers [16, p.734], as:
“The only assumption which is necessary for the direct
proof [of the microcanonical distribution by Boltzmann] is
that the system, if left to itself in its actual state of motion,
will, sooner or later, pass through every phase which is
consistent with the equation of energy. Now it is manifest
that there are cases in which this does not take place
...

But if we suppose that the material particles, or some of
them, occasionally encounter a fixed obstacle such as the
sides of a vessel containing the particles, then, except for
special forms of the surface of this obstacle, each encounter
will introduce a disturbance into the motion of the system,
so that it will pass from one undisturbed path into
another...”
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It might take a long time to do the travel but eventually it
will be repeated.

Maxwell interprets Boltzmann without invoking external
random actions, and if interpreted in this way this is
essentially the Ergodic Hypothesis in its classical form.

Often B. stresses a discrete world view, [17, 18]:
Therefore if we wish to get a picture of the continuum in
words, we first have to imagine a large, but finite number of
particles with certain properties and investigate the behavior
of the ensemble of such particles. Certain properties of the
ensemble may approach a definite limit as we allow the
number of particles ever more to increase and their size
ever more to decrease. Of these properties one can then
assert that they apply to a continuum, and in my opinion
this is the only non-contradictory definition of a continuum
with certain properties.
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In 1884 B. writes a paper where the canoncial,
microcanonical and other distributions are considered,
summarizing his earlier works and showing their
equivalence.[19]

At this point it is manifest that the representation of the
averages of the observables is unique only if observables are
restricted to depend only on the microscopic configurations
realized in a “local” region. Furthermore the probabilistic
description is well established only for the equilibrium
states.

After a century of discussions on the ergodic hypothesis
attention eventually shifted to non equilibrium: the major
novelty is that in such system dissipation cannot be
neglected.

Firenze, 22 Marzo 2019 7/14



The first works on non equilibrium were based on regarding
the nonequilibrium steady states as perturbations of
equilibrium states and led to the fundamental reciprocity of
Onsager and to Green-Kubo teory for the transport
coefficients.[20, 21]

In the 70’s the new “law” has been that the stationary
states in equilibrium as well as out of equilibrium arise
from initial states which are constructed via “protocols”
which generate the initial states via a probability
distribution µ which
1) is unknown (because the initial data are generated by
macroscopic apparata subject to unconrollable influences)
2) it has a density on phase space
furthermore
motions are chaotic, at least microscopically .
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Just as in the case of the simple mechanical motion (like
celestial evolutions) which were studied using as a
paradigm the harmonic motions, it has been necessary to
find a corresponding paradigm for the chaotic motions.
There exist simple cases of chaotic motions well known
a) geodesic flow on surfaces of constant negative curvature
b) random number generators (e.g. unstable maps of circle)
c) axiom A systems (i.e. hyperbolic systems)
d) Anosov maps (i.e. smooth hyperbolic maps)
e) Markov chains (or more generally Gibbs processes)

actually (b–e) are conceptually equivalent being isomorphic
as dynamical systems, up to 0-volume sets.

Ruelle proposed (’70s), that Axiom A systems are a good
paradigm,[22, 23].
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At the same time massive simulations became possible
(’80s) and empirically Ruelle’s view was implicitly used:
which is not easily admitted as this shows [24, 25]:
... has discussed the possibility that the useful properties
exhibited by certain oversimplified and quite rare dynamical
systems, termed ”Anosov systems”, have counterparts in
the more usual thermostatted systems studied with
nonequilibrium simulation methods. Anosov systems are
oversimplifications, like square clouds or spherical
chickens...
and more: “Theoretical constructs such as “measures”,
should be viewed with a healthy suspicion until algorithms
for evaluating them are supplied. The chaos inherent in
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interesting differential equations guarantees that our only
access to the ”strange sets” which constitute attractors and
repellers will be representative time series from dynamical
simulations. In no way can we construct, or even conceive
of constructing, a Sinai-Ruelle-Bowen measure for an
interesting system.”

Disregarding such comments, Ruelle proposal opened the
way to the theory of what continued being empirically
studied via computers.
Theoretically the proposal of Ruelle was important because

1) unified the approach to equilibrium and non equilibrium
replacing the ergodic hypothesis with the assumption that
the system is Axiom A (recall that the ergodic hyp. arose
from the assumption that motions were periodic!)
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2) the key assumption on the protocols to generate initial
data leads, for axiom A evolutions, to a unique stationary
distribution (without having to invoke Liouville’s theorem)

3) reduces the statistical properties of systems with chaotic
motions to very well understood stochastic processes in
dimension 1 (short range Gibbs).

4) the role of the microscopic time reversal symmetry is
naturally reintroduced in nonequilibrium statistics and can
lead to the identification of universal properties of various
fluctuations

The next question is now “is there an extension of the
theory of the equivalent ensembles” also to the non
equilibrium cases? Or is it possible that different equations
generate statistics which attribute the same averages to the
“important” observables?
For instance in equilibrium the microcanonical distribution
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µu,ρ(dpdq) = Z−1δ(K+V−Nu)dpdq, u =
K + V

N
, ρ =

N

V

is invariant for the Hamiltonian dynamics, while the
isokinetic distribution

µβ,ρ = Z̃−1δ(K −
3

2
β−1
0 N)e−βV (q)dpdq

is invariant for the evolution

q̇ = p

ṗ = −∂qV (q)− α p
, α = −

p · ∂qV (q)∑
p2

if β0 = β 3N
3N+1

= β +O( 1
N
).

The two evolutions are very different, yet the local
observables have exactly the same averages in the
thermodynamic limit.

The time reversal, i.e. the map I(p, q) = (−p, q), is a
symmetry for the two evolutions: they are time reversible.
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In the next hour the extension of the theory of ensembles
to the nonequilibrium stationary states will be discussed
resticting the analysis to simple fluid motions and the
question about the possibility (or impossibility) of defining
an entropy function for steady nonequilibrium states with
properties reminiscent of the equilibrium entropy.

This will bring up the role of viscosity and the question
about compatibility between microscopic reversibility and
macroscopic irreversibility.

As a preparation it is useful to recall the definition of
thermodynamic limit.
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Consider N particles in a volume V ⊂ R3 cubic interacting
via a pair potential Φ(q − q′) with F (r) > 1

rd+ε for r < r0
and |Φ(r)| < c 1

rd+ε , ε > 0. The Hamiltonian is

H =
∑

i

1

2
p2i +

∑

i<j

Φ(q1 − qj)

Given β > 0,ρ = N

V
> 0, let Z =

∫
V N×R3N e−βH(p,q)dqdp

and define the probability distribution

µV
β,ρ(dpdq) = Z−1e−βH(p,q)dqdp

Let OΛ0(p, q) an observable localized in Λ0 ≪ V observable,
i.e. depending only on the q, p of particles with qi ∈ Λ0.
The therm. limit is def.

lim
V→∞

µN
β,ρ(OΛ0) = 〈O 〉β
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Likewise the microcanonical therm. limit average is
obtained by replacing µV

β,ρ(dpdq) with

µ̃V
U,ρ(dpdq) = Z̃−1δ(H(p, q)− U)dqdp

and the limit V →∞ is considered with fixed u = U
N
.

On general grounds it is proved that the limits exist
simultaneously for all local observables in suitable domains
for the parameters.

Even when they do not exist and it becomes necessary to
select convergent subsequences it can be proved (in many
similar models), or it is believed, that still it is possible to
establish a 1←→1 correspondence between (β, ρ)←→(u, ρ)
and the subsequences choices to maintain equivalence, i.e.
identity of the averages.
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und der Wahrscheinlichkeitsrechnung, respektive den Sätzen über das
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